Zentrum der
Br b g che

d
hschulen fizxr
it

Hc
Digitale T ransformation

Zentraler Dienst
Schwachstellenscan

ZDT-Jahrestagung 2025

Prasentator: Ahmed Mehmedovic
06. November 2025

Technische
cccccccccc

WILDAU



Agenda

Was ist ein Schwachstellenscan?
Technische Umsetzung
Architektur: Master—Sensor-Prinzip
Installation & Komponenten
Schwachstellentests-Portal
Credit-System

Scanablauf

Erste Schritte fur Admins

. Projektzeitplan

10.Perspektive & Weiterentwicklung

00N T A WN R

17.11.2025



Was

ist ein Schwachstellenscan?

ERFASSUNG DER IT-
SYSTEME

Alle relevanten Gerate,
Server und Anwendungen
werden identifiziert

STETIGE
VERBESSERUNG

RegelmaBige Scans
fordern eine nachhaltige
IT-Sicherheitskultur und

beugen Angriffen vor

2
AUTOMATISIERTE

Spezialisierte Tools priifen
die Systeme auf bekannte
Schwachstellen und
Fehlkonfigurationen

MASSNAHMEN

Ergebnisse dienen als
Grundlage fir Patches,
Konfigurationsanderungen
oder Sicherheitsrichtlinien

5
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ERKENNUNG VON
RISIKEN

Sicherheitslicken,
veraltete Software und
unsichere Dienste werden
sichtbar gemacht

BEWERTUNG
DER FUNDE

Jede Schwachstelle wird
nach Risiko und Kritikalitat
eingeordnet



Technische Umsetzung eines Schwachstellenscans

")

|

/|

Report Generation

User GUI

Y

-~ -~

Scan Results

Y

Scanning
Devices —

-~

National Vulnerability
Database (NVD)

Scan Engine

&)

Neress:

Information Security Team

17.11.2025



Architektur: Master-Sensor-Prinzip

Zentrale Steuerung:
Der Greenbone Master an der TH Wildau verwaltet alle
Sensoren und Scanauftrage zentral.

Verteilte Sensoren:
Jede Hochschule betreibt einen eigenen Greenbone
Sensor, der lokal in den internen Netzen scannt.

Datenfluss:
» Master verteilt Scan-Jobs — Sensor
« Sensor flhrt Scan durch — sendet Ergebnisse zurtick

« Kommunikation ausschliefslich verschlisselt (SSH /
HTTPS)

Feed-Updates:
Master erhalt regelmafsig aktuelle NVT- und CVE-Daten
aus dem Greenbone Feed und verteilt sie an Sensoren.

Zielsetzung:

« Einheitliche Scan-Standards uber alle Hochschulen
* Minimierte Netzbelastung durch lokale Scans

« Zentrale Auswertung und Berichtserstellung
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Greenbone MASTER - OpenVAS 600
- Zenirale Steuerung der Scans

- Berichtserstellung

- Feed-Updates von Greenbone Cloud

Feed-Updates Scan-
(NVT/CVE- Berichte
Feeds)

Firewall / Proxy
Port 22 (SSH)
Port 443 (HTTPS)

Verschlusselte
Verbindung

Greenbone
SENSOR
OFENVAS 150/ 400

- Scannt Ressourcen

Greenbone
SENSOR
OFENVAS 150

- Scannt Ressourcen

Greenbone
SENSOR
OFENVAS 150

- Scannt Ressourcen

Greenbone
SENSOR
OFENVAS 150

- Scannt Ressourcen




Was wird installierxrt?

TH —Wildau (Zentrale) Greenbone Master

(OpenVAS 600)

Hochschule 1 -7 Greenbone Sensor

Greenbone Feed Server

(OpenVAS 150 o. 400)

(extern)

Administrationszugang Web-UI (HTTPS)
(intern)

Technische Eckpunkte

Betrieb auf Linux-Basis (Debian)

Steuerung aller Scans,
Berichtsmanagement,
Feed-Updates

Lokale Durchfiihrung der
Scans, Rlickmeldung an
Master

Bereitstellung aktuller
Schwachstellendaten

Konfiguration, Auswertung,
Task-Management

Kommunikation ausschliefslich verschlisselt (SSH, HTTPS)
Automatische Feed-Synchronisation Uber den Master

Updates und Wartung zentral durchgefiihrt
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Dedizierter Server

Sensor in eigenem
Netzsegment

Verbindung nur vom Master

Zugriff Uber zentrale
Benutzerverwaltung



Schwachstellentests-Portal (Ubexrsicht)

» Eigenstandige Verwaltung von

Scans durch Hochschulen 4
« Ubersicht liber geplante, Profile
laufende und abgeschlossene Schwachstellentests
T Schwachstellentests
S D|rekter Zug”ff an Be”Chte Hochschulen
und Scan-Historie ) A
utzer
« Zentrale Benutzerverwaltung
und ReChtekonzept D IP-Adresse Geplante Zeit Status Nutzer Bericht Aktionen
* Transparente
NaChVO“.Ziehbarkeit a“er 1 141.43.208.20 5.9.2024, 03:11:45 geplant test ¥ VA |
Aktivitaten
2 141.43.208.20 15.10.2024, 07:34:47 geplant test2 ¥ VA |

Rows per page: v 1-20f2
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Credit-System (Ressourcensteuerung)

« Steuerung der verfligbaren
Scan-Kapazitaten

» Credits pro Hochschule und
Nutzer

« Automatische Auffillung nach
Zyklus (monatlich,
wochentlich etc.)

 Priorisierung und Fairness
zwischen Hochschulen

« Transparente Ubersicht im
Admin-Portal

Profile

Schwachstellentests

Credits

Hochschulen

Nutzer

5] Logout
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Credits verwalten

Aktuelle Credits Credits pro Zyklus

Hochschule - 4] 4] Monatlich - o]

Bitte wihlen Sie
eine Hochschule
aus

Q,

Hochschul-Credits

Aktuelle Credits pro Credit-
Hochschule

Credits Zyklus Auffullung
Technische Hochschule Wildau 179 30 monthly
Brandenburgische Technische Universitat

10 5 weekly
Cottbus-Senftenberg

Rows per page: - 1-2of 2

Nutzer-Credits

Benutzername Aktuelle Credits Credits pro Zyklus Credit-Auffullung
admin 9999 9999 unlimited
chbes5254 179 30 monthly

harald 6 o Monatlich -

Credit-Auffullung Maxim

ale Credits
CREDITS
AKTUALISIEREN

Maximale

. Aktionen
Credits
185 ”~
20 ”~
Aktionen

Superadmin L ]

Hochschuladmin @

SPEICHERMN



Scanablauf

\Webportal: Scan-

Anfrage der
Hochschule

Ende

Master-Controller
wahlt verfligbaren |

» Autorisierung der
Hoschschule

Authentifizierung un

d

Antwort: Scope

ungiltig

OpenVAS-Sensor

Sensor erreichbar?

Jobplanung: Zeitliche
Einreihung durch
Scheduling-Service

Fehlerbehandlung:
Sensor nicht
erreichbar -> Retry /
Failover / Alarmierung

Ubermittlung Scan-

Authentifizierung
erfolgreich?

Genehmigungen
erfolgreich?

NEIN

JA

Fehlantwort an
\Webportal

Priife Credits in
Konto

Validierung des
Scopes: IPs, Targets

A

— > Ende

Gentgend Credits?,

Zahlung / Top-up
Aufforderung

Zeitfenster usw.

Erstellung

Auftragsdatenbank @

Scanauftrag in

Konfiguration an
Sensor

Validierung &
Integritatspriifung der
Scanresultate

Ende
OpenVAS fiihrt Ubermittlung der Scanresultate
Schwachstellenanalyse » (XML/JSON an Master-
gemal Policy durch Controller)
Sensor Sensor

atenintegritat
Vollstandige
gegeben?

h 4

Beendigung des
Auftags

A

Abrechnung:

Deduktion der Credits| ™

Benachrichtigung der
Hochschule +
Bereitstellung
Downloadlink

Generierung des
technischen und

managmentgerechten|

Reporis (PDF/XML)
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Persistierung der
Ergebnisse in <

MNormalisierung,
Klassifizierung

zentraler Datenbank

(CVSS, CWE,
OWASP Mapping)

Ende

Fehlerpriokollierung +
Operator-
Benachrichtigung +

optionaler Re-Scan

Ende



Exrste Schritte fiixr Admins

STEP 1 G GEIIID eIl sTEP 5

Firewall- Ansprechpartner
Freigaben priifen bestitigen
= Freigabe fur = Benennung lokaler IT-
Kommumkation Ansprechpersonen

Sensor < Master

= Ports: 22 (S5H) und
443 (HTTPS)

Verbindung zum
Master testen

= Ruckmeldung an
zentrales Team,
dass Sensor
erreichbar ist
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Scanbereiche
definieren

« Festlegen, welche
WLANSs / IP-
Segmente gescannt
werden durfen

« Abegrenzung
sensibler Systeme
(z. B. Prufungs-
oder HR-Server)

Scan-Zeitplan
festlegen

« Zeitfenster
abstimmen (z. B.
nachts, aulerhalb
der Lehrzeiten)

= Festlegung von

Scan-Intervallen
und Pricritaten
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Ablauf- und Zeitplan des Projekts
Kexrnkompetenzstelle Schwachstellenscans

Phasen

Phase 1

Phase 2

Phase 3

Phase 4

Phase 5

Phase 6

Phase 7

Phase 8

Projekivorbereitung

Hardwarebereitstellung
Internetaufbau & Tests

Pilotverbereitung

Q3/2026 Q4/2026

Pilotbetrieb an ersten
standorten

Pilotstabilisierung

Lesson Learned & Rollout Entscheidung

;
:

Beschreibung

Kldrung von Anforderungen,
Rahmenbedingungen und Beschaffung,
Sicherung rechtlicher Freigaben.

Hardware liefern, inventarisieren,
Lizenzen aktivieren, Infrastruktur
vorbereiten

Systeme installieren,
Verbindungen priifen, erste Tests
und Stabilisierung

Abstimmung mit Hochschulen,
Netzwerktests, Zeitplanung und
Checklisten

Sensoren installieren, Basisscans
durchfiihren, Funktion priifen

Reporting und Monitoring
einrichten, Systemabnahme
vorbereiten

Ergebnisse auswerten, Prozesse
anpassen, Rollout freigeben

Erweiterung auf alle Standorte,
Integration abschlieBen,
Routinebetrieb starten
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Perspektive / Weiterentwicklung

Zentrales Schwachstellenportal (in Planung):
Ubersicht aller Scans, Dashboards und Trendanalysen

Credit-System:
Steuerung der Scan-Kapazitaten pro Hochschule

Automatisierte Berichterstellung:
Export in Ticketsysteme

Erweiterung des Monitorings:
Kombination mit Patch-Management

Hauptziel 2026:
Mehrzahl der Hochschulen mit aktivem Schwachstellenscan

Langfristige Perspektive:

Anbindung an SIEM und Aufbau einer nachhaltigen
Sicherheitskultur Gber alle Hochschulen hinweg
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) Zentrales Portal
Ubersicht, Reports,

Credit-System

Hochschule 1

Hochschule 1

... Hochschule n

12
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